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Abstract 

This paper deals with the evaluation of Czech institutions’ (the Ministry of Finance and the Czech National Bank) 

real GDP growth forecasting performance between 1995 and 2015. Contrary to the author’s previous papers on this 

topic, the set-up was altered, in order to assess an 18-month-long annual prediction and set a third estimate as the 

real-time data input. Using a battery of three error measures (MAE, RMSE, MASE) augmented by the Wilcoxon 

and Kruskal–Wallis tests, we have found that the MF and the CNB forecasts do not contain a systemic bias. Also, 

despite some isolated performance deficiencies (i.e. during the recession periods), the accuracy of forecasts prepared 

by both the MF and the CNB does not differ significantly from the benchmark forecasts of international institutions. 

Our outcomes hence correspond with the results of previous studies, implying that the changed data set-up does not 

affect the predictive accuracy of both institutions. 
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1. Introduction 

Forecasting of the country’s gross domestic product 

(GDP) development remains a volatile point of concur-

rent research. Particularly predictions produced by (su-

pra)national bodies, such as finance ministries or cen-

tral banks, are commonly reviewed both internally (e.g. 

Keereman, 1999; Daníelsson, 2008) and externally 

(Öller and Barot, 2000; Allan, 2013). Such attention is 

understandable, given the importance those predictions 

represent both in fiscal and monetary policies. As 

evinced by Frankel’s (2011) study, errors in GDP 

growth forecast significantly influence a country’s 

budgetary results, particularly when overoptimism bias 

is present, leading to notable deficits. Effects in the 

business world can be presumed as similarly important 

(Jaimovich and Rebelo, 2009). 

In Central-Eastern Europe (CEE), contrary to the 

Western situation, comprehensive evaluation of institu-

tional forecasting performance is mostly missing. Spe-

cifically in the Czech Republic, most papers focus on 

both specific settings, such as short horizon (Arnoštová 

et al., 2011) and a very limited timeline (Antal et al., 

2008; Antoničová et al., 2009). Or they employ trou-

blesome methodological apparatus, such as percentage 

error measures, when the values oscillate around zero 

(Novotný and Raková, 2011), the Diebold–Mariano 

test with timelines exhibiting high serial persistency1 

(Vacková, 2014) and using methodology that does not 

capture variance in forecast error and is sensitive to out-

liers2 (MF, 2013). Given the similarity of the forecast-

ing models the Ministry of Finance, Czech Republic 

(MF) and the Czech National Bank (CNB) use,3 this 

creates an important opportunity for detailed analysis. 

Such analysis should be performed in the context of 

new machine-learning techniques (Rajkumar, 2017; 

 
1 Well documented by Christensen et al. (2007), the Die-

bold–Mariano test exhibits substantial problems in dealing 

with finite time-series and serial persistence (rejecting null 

too often – oversized type I error), making it unsuitable. 
2 As examined by Makridakis and Hibon (1995) and Hynd-

man and Koehler (2006), used range of error measures does 

not capture variance in forecast error (average forecasting 

error, mean average error) and is sensitive to outliers 

Richardson et al., 2018), which arguably provide an im-

portant potential for forecast accuracy improvement. 

Chronologically, this paper expands on the author’s 

preceding papers on GDP growth evaluation (Šindelář, 

2017; Šindelář and Budinský, 2016) with altered meth-

odology and a different data set-up. The goal of this pa-

per is to evaluate the accuracy of real GDP growth an-

nual forecasts produced by Czech central institutions 

(MF, CNB) in the period of 1995–2015. In order to 

reach this goal, a two-step approach was adopted: (i) 

first a set of accuracy measures ranging from scale-de-

pendent to scaled errors was calculated for quantitative 

comparison. In the second step (ii) we used a battery of 

tests (Kruskal–Wallis test, Wilcoxon signed ranked t.) 

to determine the most common performance traits, such 

as systemic bias or mutual differences. Results of both 

parts are then summarised and discussed, predomi-

nantly with the results of both the aforementioned pa-

pers of the author. 

2. Data 

Our database is formed by the total number of 21 an-

nual real GDP growth forecasts produced by the MF 

and the CNB between 1995 and 2015. We utilise sum-

mer predictions produced, mostly published in July of 

the year preceding the year being forecast, as our fore-

cast value (Ft). Such a setting implies an 18-month 

(18M) horizon as being evaluated. On the other side, 

our real value (Yt) is composed of the summer value 

presented in the OECD Economic outlook in year+2 af-

ter the forecast is created (early out-turn).4 With respect 

to the previous, we have utilised the CZSO (2018) and 

the OECD (2018) as our main data sources. 

(Theil´s Inequality Coefficient – TIC), particularly because 

of using RMSE as TIC‘s relative measure. 
3 Both MF (Alieyev et al., 2014) and CNB (Andrle et al., 

2009) utilise the expanded dynamic stochastic general equi-

librium model (DSGE) adjusted by expert judgements of fo-

recasting staff. 
4 Published usually in June–July, this means that we com-

pare e.g. July 2010 forecast of 2011 GDP growth with GDP 

growth data for 2011 published in July 2012. 
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Both Ft and Yt data parts represent expansion of the 

author’s previous papers, which utilised different time 

horizons (3M, 9M, 15M and 21M) and first (Šindelář, 

2017) and most recent (Šindelář and Budinský, 2016) 

out-turn, respectively. This new setting not only sheds 

light on the most important budgetary forecasting hori-

zon (government budget is drafted using 18M growth 

horizon), but also brings the analysis in line with bench-

mark papers like Öller and Barot (2000) or Daníelsson 

(2008). Because of this, the current paper closes the fi-

nal evaluation gap and completes the analytical circle.  

3. Method 

Apart from the data changes, the methodology remains 

the same as in the original papers. That is, we use a bat-

tery of three forecasting errors to evaluate the forecasts 

(let us denote the forecasting error Et as the difference 

Yt – Ft): 

- Mean Absolute Error (MAE) 

𝑀𝐴𝐸 = 𝑚𝑒𝑎𝑛(|𝐸𝑡|). 
 

- Root Mean Squared Error (RMSE) 

𝑅𝑀𝑆𝐸 = √𝑚𝑒𝑎𝑛(𝐸𝑡
2). 

 

- Mean Average Scaled Error (MASE)5 

𝑀𝐴𝑆𝐸 = 𝑚𝑒𝑎𝑛
𝐸𝑡

1
𝑛 − 1

∑ |𝑌𝑖 − 𝑌𝑖−1|
𝑛
𝑖=2

. 

Using these three measures, and particularly MASE 

instead of TIC error, we follow the guidelines set by 

prolific papers in the field, such as Hyndman and Koeh-

ler (2006) or Armstrong and Collopy (1992). With the 

three measures above, we are able to cover all the cru-

cial aspects of forecasting performance, such as the 

magnitude of forecasting error, systemic bias and per-

formance in changes. This compensates for deficien-

cies present in other Czech studies, outlined in the in-

troduction part. 

In the second step, we have undertaken two separate 

statistical tests to analyse the significance of selected 

traits: 

- Presence of systemic bias – we used the Wil-

coxon test as our primary method, augmented 

by the T-test. Application of the Wilcoxon test 

for such a purpose is common among forecast-

ers (see e.g. Mühleisen et al., 2005; Campbell 

and Ghyssels, 1995 or Daníelsson, 2008). In 

 
5 In the original paper, MASE was calculated for individual 

years and then averaged. This approach heavily penalises less 

accurate forecasts and represents a deviation from the com-

putation algorithm suggested by Hyndman and Koehler 

comparison with parametric alternatives, this 

test does not require the errors to be normally or 

t-distributed. Its two assumptions of symmetry 

and independence were pretested using the 

Box–Pierce independence test and the Miao, 

Gel and Gastwirth symmetry test, providing fa-

vourable results (outlined in appendix no. 1). 

- Comparison with benchmark forecasts (OECD, 

European Commission, consensus forecast) – 

because of previously mentioned limitations of 

the Diebold–Mariano test, we utilised the less 

restrictive non-parametric Kruskal–Wallis 

test. As with the Wilcoxon test, this method de-

mands that the errors are independently drawn 

from a continuous and symmetric population – 

both assumptions were not rejected in the previ-

ous paragraph. 

P-values less than 0.05 were considered statistically 

significant. Analysis was conducted using the R statis-

tical package, version 3.2.3. 

Finally, the paper follows on methodology emulat-

ing the learning-test sample division. A similar ap-

proach was utilised in one of the previous analyses 

(Šindelář and Budinský, 2016), when conducting first 

versus most recent out-turn evaluation. Lack of signifi-

cant differences between both data sets can be inter-

preted as an acceptable model fit in terms of forecasting 

methods used by surveyed institutions, similarly to pro-

cedures described by Gareth et al. (2013). 

4. Results 

Table 1 summarises the forecasting errors we have cal-

culated, in comparison with the author’s previous paper 

(Šindelář, 2017) results. 

As with the original paper, the error measures indi-

cate three basic findings. Firstly, both institutions 

clearly struggle with forecasting turning points and dis-

continuities, as documented by a dramatic increase of 

error (MAE, RMSE) in the 2008–2010 and 1996–1998 

periods. The growth eras, such as 1999–2002 and most 

recently 2014–2015, exhibit a much better perfor-

mance. This confirms that turning points remain a cru-

cial forecasting challenge, which can greatly benefit 

from adding machine-learning techniques to the tradi-

tional dynamic stochastic general equilibrium (DSGE) 

model, adjusted by expert judgement. Neural networks, 

a premier machine-learning technique, were reported to 

be the only method able to forecast surprises (i.e. 

(2006). In this paper, we strictly compute MASE on an inter-

val basis, i.e. as a scaling vector over a timeline of forecasts 

forming total and subperiods. 
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growth discontinuities)6 and offer about one-quarter 

lower forecasting errors when it comes to traditional al-

ternatives, such as autoregression or general equilib-

rium.7 This can result in significant improvement of 

predictive accuracy and, in our context, even break the 

performance of both MF and CNB versus the naïve 

benchmark, as reported next.  

Secondly, the comparison with the naïve bench-

mark (MASE) remains troublesome for both institu-

tions, but mainly for the ministry. It was able to surpass 

the naïve forecast only in three periods, one turning 

(2008–2010) and the other stable (1999–2002 and 

2014–2015). The CNB, on the other hand, failed to do 

so only in the steep growth period (2003–2007), when 

it consistently undershot the real value. These partial 

results aggregate to the bank’s better than naïve perfor-

mance for the overall period (0.85), while the ministry 

exhibited almost the same accuracy, compared to the 

naïve benchmark (1.01). Finally, the mutual compari-

son reveals that the CNB was, on average, able to 

achieve smaller errors on the new 18M horizon. It 

needs to be noted, however, that the longer time frame 

captured by the ministry data (including surplus 1996–

1998 recession) penalises total MF forecasting perfor-

mance over the shorter CNB time line in this compari-

son. 

Compared to the original paper, the MAE and 

RMSE error metrics retained a comparable pattern to 

the previous forecasting horizons (3M, 9M, 15M and 

21M), with the highest values related to the described 

turning points. As of their amplitude, the 18M forecast 

represents an almost smooth transition between shorter 

(15M) and longer (21M) horizons, fulfilling well the 

general expectation on error horizon proportion. The 

MASE measure, however, offers a different picture. 

Switching to strictly interval values, we have found this 

method of computation to indicate notably smaller er-

ror sizes. In this new set-up, we have found that the 

CNB predictions surpass the naïve benchmark (MASE 

< 1) and the MF ones are on the verge of doing so, talk-

ing about the total period. Much more favourable re-

sults were attained in subperiods as well. This sheds a 

different light on an important part of institutions’ fore-

casting performance, in a positive way that will be dis-

cussed later. 

5. Statistical tests 

As in the original paper, we have used two groups of 

tests to determine whether systemic bias is present and 

whether the accuracy of the MF and the CNB forecasts 

 
6 See Rajkumar (2017) for details.    
7 See Richardson et al. (2018) for details. 

are different from set benchmarks. The outcomes of the 

first step can be found in Table 2. 

As evident from the results, on the selected p = 0.05 

level, the systemic bias was overwhelmingly not de-

tected in either the MF or the CNB forecasts (Shapiro–

Wilk and Bai–Ng normality tests were utilised to de-

cide which of the two main tests would be used, but 

nevertheless these provided the same outcome). At this 

point, therefore, the results are fully compliant with the 

findings of the previous paper. 

Similarly, with the previous table, no differences 

were found in terms of forecast accuracy between the 

MF/CNB predictions and the selected benchmarks 

(consensus, the OECD and the EC forecasts). This im-

plies that none of the surveyed institutions performed 

better or worse than the rest of the sample in a statisti-

cally significant way. Again, this upholds the findings 

of the original paper in the new, updated set-up. 
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Table 1 Error measures – a comparison 

Period 

Actual paper Šindelář (2017) 

MF (18M) CNB (18M) MF (18M)A CNB (18M)A 

MAE RMSE MASE MAE RMSE MASE MAE RMSE MASE MAE RMSE MASE 

1996–2015B  

(total period) 
2.4 2.99 1.01 1.9 2.52 0.85 2.350 3.107 3.068 2.200 2.593 3.308 

1995–2001 2.6 3.03 1.15 1.9 2.01 1.10 2.350 2.921 1.625 1.850 1.551 1.120 

2002–2007 1.9 2.05 1.33 1.7 1.89 1.19 1.800 2.117 2.572 1.850 2.137 2.779 

2008–2013 3.0 4.08 0.90 2.4 3.52 0.73 2.700 4.015 5.121 2.650 3.721 5.296 

1996–1998 

First recession 
3.9 4.00 1.32 - - - 2.050 2.332 2.756 - - - 

1999–2002 

Recovery 
1.1 1.34 0.76 1.4 1.68 0.95 1.250 1.579 0.857 1.700 1.994 1.067 

2003–2007 

Steep growth 
2.2 2.24 1.45 2.0 2.07 1.34 2.150 2.313 3.047 2.050 2.250 3.201 

2008–2010 

Second recession 
3.9 5.27 0.82 3.2 4.54 0.69 3.750 5.271 0.678 3.100 4.643 0.563 

2011–2013 

Stagnation – third 

recession 

2.1 2.35 1.08 1.6 2.04 0.81 2.000 2.099 9.565 2.400 2.455 10.030 

2014–2015 

RecoveryA 
1.1 1.42 0.47 1.0 1.12 0.43 - - - - - - 

A The total period in this paper is two years longer than in the original one (which ended in 2013). 
B Because the original paper evaluated 15M and 21M horizons, we used an approximate 18M result by arithmetically  

averaging those two. 
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Table 2 Systemic bias – a comparison 

Test 

Actual paper Šindelář (2017) 

18M Forecast 18M Forecast 

1995–
2015 

1995–
2001 

2002–
2007 

2008–
2015 

1995–
2015 

1995–
2001 

2002–
2007 

2008–
2013 

MF_Wilcoxon test 0.466 0.219 0.313 0.641 0.5885 0.305 0.1875 0.313 

MF_T-test 0.294 0.141 0.306 0.414 0.3325 0.286 0.179 0.2575 

MF_Shapiro-Wilk Normality t. 0.068 0.605 0.307 0.150 0.1635 0.808 0.782 0.524 

MF_Bai-Ng Normality t. 0.292 0.447 0.235 0.017 0.2385  

CNB_Wilcoxon test 0.794 0.625 0.438 0.400 0.727 0.6875 0.1565 0.312 

CNB_T-test 0.565 0.717 0.358 0.320 0.743 0.4825 0.203 0.228 

CNB_ Shapiro-Wilk Normality t. 0.015 0.314 0.054 0.169 0.076 0.9705 0.329 0.478 

CNB_ Bai-Ng Normality t. 0.325 0.062 0.011 0.020 0.308  

Table 3 Differences in accuracy – a comparison 

Test 

Actual paper Šindelář (2017) 

18M Forecast 18M Forecast 

1995–
2013 

1995–
2001 

2002–
2007 

2008–
2013 

1995–
2013 

1995–
2001 

2002–
2007 

2008–
2013 

Kruskal-Wallis test 

(all together)8 
0.967 0.915 0.992 0.994 0.910 0.624 0.9795 0.980 

6. Discussion and conclusions 

The aim of this discussion paper was to amend the eval-

uation carried out in the previous (Šindelář, 2017) 

study. Although we used an altered data set-up, by us-

ing different real-time data (Yt) and a forecasting hori-

zon, the results in a strong majority of most cases sup-

port the original findings: 

- Absolute forecasting errors were found to sharply 

increase in discontinuity periods connected to 

macro-economic recessions, as previously observed 

by Öller and Barot (2000) or Daníelsson (2008). 

- Neither the MF nor the CNB forecasts were de-

tected to carry systemic bias of either overforecast-

ing or sandbagging, confirming their internal credi-

bility. 

- None of the surveyed institutions produces GDP 

growth forecasts that are significantly worse (or bet-

ter) than the other ones on the overall scale, provid-

ing external credibility, but raising the question of 

the institutional value added. 

From a factual perspective, special attention should 

be given to the post-2008 great recession. Contrary to 

previous crises on a given horizon, this one represented 

very sharp discontinuity, at least through the optics of 

 
8 Consensus forecast data cover the period of 2000–2015, the OECD data for 1995–2015 and the EC data for 2000–2015. 

surveyed forecasts. Central institutions generally failed 

to foresee the said discontinuity (Alessi et al., 2014; 

Christiano et al., 2018) and their Czech counterparts 

make no exception. Although both of them, the CNB 

and MF alike, were able to beat the in-sample naïve 

forecast of the MASE metric, MAE and RMSE errors 

skyrocketed. Yet, as tested by the author’s paper (Šin-

delář, 2017) in question, performance among other in-

ternational bodies was comparable (OECD, European 

Commission). The general (un)predictability of such 

discontinuities remains a challenge for macro-forecast-

ing. Although some authors speculated about the poten-

tial of subjective (expert) methods (Armstrong, 1985), 

this hypothesis was debunked by our research. All of 

the surveyed institutions, in fact, use subjective (expert) 

adjustments as part of their forecasting model. Empiri-

cally described overoptimism of economic experts 

might have contributed to their generally inferior per-

formance (Mathy and Stekler, 2017). 

The last point is even more connected to a compar-

ison with the naïve benchmark, evaluated by an ad-

justed MASE method algorithm. At this point, we have 

determined that altering the computational method to 

operate with the scaling (interval) factor instead of av-

eraging separated yearly values has a remarkable im-

pact on measurement results. Error values were 

strongly reduced and while the MF predictions 
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narrowly remained in the unfavourable zone (providing 

lower accuracy than naïve in the sample benchmark, 

while including the additional recession of 1996–

1998), the CNB forecasting performance was found to 

be superior, when speaking of the shorter 1998–2015 

period. Methodologically, this development is con-

sistent with Hyndman and Koehler’s (2006) recom-

mendations in their baseline paper, which were only 

partly reflected in the original analysis. 

This discussion paper also provides important find-

ings on the side. Altering real-time data (Yt) from the 

most recent out-turn to the first out-turn did not have an 

effect on the study results in terms of the statistical sig-

nificance of the surveyed traits (systemic bias, bench-

mark comparison). Such an outcome fully corresponds 

with observations made in the author’s recent work on 

the topic (Šindelář and Budinský, 2016). Finally, the 

paper now provides a more comparable basis with re-

gards to already existing dedicated evaluations carried 

out by the MF (MF, 2013; Vacková, 2014) or the CNB 

(Arnoštová et al., 2011; Antal et al., 2008; Antoničová 

et al., 2009; Novotný and Raková, 2011) authors. Still, 

it paints a more critical picture because of different 

methods used (MASE, statistical tests), and keeps in 

place implications on past evaluations’ deficiencies (in-

appropriate use of the MAPE method, problems with 

the Diebold–Mariano test, among others). 

Finally, our results suggest improvement potential 

connected to machine-learning forecasting. Not only do 

these new techniques offer potential for further accu-

racy improvement (Richardson et al., 2018), which – 

given our results – public institutions struggle to pro-

duce over time with traditional methods, but concurrent 

papers also indicate important value-added when it 

comes to forecasting surprises and turning points (Raj-

kumar, 2017). Precisely these discontinuities are the 

source of the greatest errors with traditional DSGE 

methods. Our final recommendation, therefore, points 

to the imminent need for a survey in this promising 

field and empirical evaluation of said potential. This is 

the final outcome and also concluding direction for fu-

ture research. 
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Appendix 1 Independence and symmetry test results 

Forecast 
Box-Pierce in-

dependence test 

Miao, Gel and 

Garswith sym-

metry t. 

MF_18M 0.33 0.468 

CNB_18M 0.698 0.328 

OECD_18M 0.248 0.51 

EC_18M 0.745 0.37 

Consensus_18M 0.54 0.402 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


